Orthogonal Transformations

Prerequisites:

e Linear Transformations

e Dot products

A particularly important class of linear transformations on RY are the
orthogonal transformations. Orthogonal transformations transform RV as
though it was a rigid object. Thus, the lengths of lines and the angles be-
tween them are preserved. For example, rotations and reflections are orthogonal
transformations.

Theorem 1: Orthogonal Transformations
Let f: RY — R be a linear transformation, equivalent to multiplication by

the matrix . The following are equivalent:
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Figure 1: Orthogonal transformations preserves lengths and angles

1. f preserves lengths and angles. In other words, if L is a line-segment in RY,
then bugn [f(L)] = bnan [L] (see Part (A) of Figure 1). If I and J are two



line-segments which intersect with an angle of § between them, then the line
segments f(I) and f(J) also intersect with an angle of 6 (see Part (B) of
Figure 1 on the page before).

2. f preserves the dot products of vectors. In other words, for any v, w € R

(f(v)) o (f(W) = vew

3. If B = {by,...,bx} isany orthonormal basis for R, then {f(b1), ..., f(bn)}
is also an orthonormal basis for RV .
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4, If = ¢1 ¢ ... cn |, thenthe column vectors {cy,...,cn} form
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an orthonormal basis for RV .
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6. If = <— r:2 —> , then the row vectors {ry,...,ry} form an
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orthonormal basis for RV .

Proof:
Proof of (1) <= (2)”:  Recall that the length of a vector v is given by:
[[v]] = /v ev, and that the angle between two vectors is given:

angle(v,w) = arccos | ———
(vl - [lwll

Thus, a linear transformation preserves all angles and all lengths if and only
if it preserves all dot products.

Proof of “(2)=(3)”: If{by,...,bn} is an orthonormal set, and f preserves
all inner products, then {f(b1), ..., f(bn)} must also be an orthonormal
set, because for any 1, j,

f(bi)e f(bj) = iej

Proof of “(3)=(4)”: Let &€ = {e1,...,en} be the standard basis.
Then £ is an orthonormal basis; thus {f(e1),..., f(en)} must also be an
orthonormal basis. But f(e1) =c¢1, ..., f(en) =cn.

Proof of “(4)=(2)”: Let v. = (v1,...,on) and w = (w1,...,wn) be
vectors in RY. Then
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Because f is linear.
Because f(e,) = cy.

Because e distributes through addition.
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Because {c1,...,cn} is an orthonormal set.

Proof of “(4) <= (5)”:  Consider the matrix = ' -. Now,
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Ll

— CcN —>
Thus, if a;; is the (¢, j)th entry of , then
a;; = C;@Cjy.

Hence,

(@ -w) ~ (@-m0-=)

1 if i=j
= (“”’ ‘{0 if i#j )



1 if di=g
= et ‘{0 if i#)
= {c1,...,cn} are an orthonormal basis

Proof of “(5) < (6)”: The proof is identical to “(4) <= (5)”; now

t
consider the matrix = . , and show that this matrix is the
identity if and only if the row vectors of are orthonormal.

O [Theorem 1]

Definition 2: Orthogonal Transformation

Let f : RN — RV be a linear transformation. f is called an orthogonal
transformation if it satisfies any (and thus, all) of the conditions of the
previous theorem.

If is the matrix of an orthogonal transformation, then we say is an

orthogonal matrix.

Examples 3:
1. The identity map is an orthogonal transformation.
2. If € [0,27], and f: R2 — R2 is rotation by 6 about the origin, then

f is an orthogonal transformation. The matrix of f is

cos(d) —sin(6)
sin(d)  cos(h)

Thus, the vectors [cos(f), sin(f)] and [— sin(f), cos(#)] form an orthonor-
mal basis for R%.

3. If 0 € [0,27], and f : R® — R® is rotation by # about the second (“y”)
axis, then f is an orthogonal transformation. The matrix of f is

cos(d) 0 —sin(f)
0 1 0
sin(f) 0 cos(f)

Thus, the vectors [cos(d), 0, sin(6)], [0,1,0], and [—sin(f), 0, cos(d)] form
an orthonormal basis for R®.



4. If V C RV is a linear subspace, and f : RN — RV is the reflection
across V:

f(v) = 2pry(v) —v,
then f is an orthogonal transformation.

Remark 4:

1. If f,g: RN — RV are orthogonal transformations, then so are f ! and
feg.

2. If , are orthogonal IV x N matrices then so are - and -.

t
3. If is the matrix of an orthogonal transformation f, then is also
the matrix of an orthogonal transformation: f —!.

4. Suppose g : RY — RV is some linear transformation, whose matrix
representation (relative to the standard basis) is . Suppose B is an
orthonormal basis for RV, and we want to compute the matrix repre-
sentation of g with respect to B. Let be the matrix whose column
vectors are the elements of B. Then we know that

- [B] "-[c][B]

is the matrix representation of g with respect to B. But is an orthog-

-1 t
onal matrix, hence = . Hence, the matrix representation of
g relative to B can also be written:

6] = [B]"-[c][B]



