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## Preface
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In keeping with the modified Moore-method, this book supplies definitions, problems, and statements of results, along with some explanations, examples, hints, and sample solutions. The intent is for the students, individually or in groups, to learn the material by solving the problems and proving the results for themselves. Besides constructive criticism, it will probably be necessary for the instructor to supply further hints or direct the students to other sources from time to time. Just how this text is used will, of course, depend on the instructor and students in question. However, it is probably not appropriate for a conventional lecture-based course or for a large class.

The material presented in this volume is somewhat stripped-down. Various concepts and topics are given very short shrift or omitted entirely. ${ }^{1}$ Instructors might consider having students do projects on additional material if they wish to to cover it.
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## CHAPTER 1

## Basics

Incidence structures and configurations. The geometrical notion that we will focus on, to the exclusion of notions like distance and angle, is that of incidence, i.e. the relation of points being on lines or lines passing through points.

Definition 1.1. An incidence structure is a triple ( $\mathcal{P}, \mathcal{L}, I)$, consisting of a set $\mathcal{P}$ of points, a set $\mathcal{L}$ of lines, and a relation $I$ of incidence between elements of $\mathcal{P}$ and elements of $\mathcal{L}$.

If a point $P \in \mathcal{P}$ is incident with a line $\ell \in \mathcal{L}$, usually written as $P I \ell, P$ is often said to be on $\ell$, and $\ell$ is often said to pass through $P$. Two lines which are both incident with a particular point are usually said to intersect, or to be coincident, at that point. Two points which are both incident with the same line are sometimes said to be joined or connected by that line.

Example 1.1. The geometry of points and great circles on a sphere gives an incidence structure in which any two different lines intersect in exactly two points. The points are the points on (the surface of) a sphere and the lines are the great circles of the sphere; incidence works in the obvious way. (See Figure 1.)

Example 1.2. Figure 2 illustrates a finite incidence structure, the Fano configuration, with seven points and seven lines. The Fano configuration is the smallest example of a projective plane and will occur frequently as an example.

Note that the relation of incidence in a general incidence structure may be completely arbitrary. Points may or may not be connected by lines, lines may or may not intersect, there may be multiple points of intersection for a given pair of lines, and there may be multiple lines joining a given pair points. We will stick to incidence structures which avoid some of these pathologies:

Definition 1.2. An configuration is an incidence structure ( $\mathcal{P}, \mathcal{L}, I)$ satisfying the following conditions:

- Any two distinct points are incident with at most one line.


Figure 1. Points and great circles on a sphere


Figure 2. Fano configuration

- Any two distinct lines are incident with at most one point.

Interesting incidence structures that are not configurations do turn up, such as the geometry of great circles on a sphere; we just won't be studying them...

Problem 1.1. Show that the geometry of points and great circles on sphere (Example 1.1) is not a configuration.

Problem 1.2. Show that the Fano configuration (Example 1.2) is a configuration.

Affine planes. The incidence structure most likely to turn up in basic geometry is the Euclidean plane, which is an example of an affine plane. Affine planes are of interest to us because of their close connections to projective planes.

Definition 1.3. An affine plane is an incidence structure ( $\mathcal{P}, \mathcal{L}, I$ ), such that $\mathcal{P}$ and $\mathcal{L}$ are non-empty sets, and satisfying the following axioms:


Figure 3. A finite affine plane
AI: Any two distinct points are incident with an unique line.
AII: Given a point $P$ and a line $\ell$ not incident with $P$, there is an unique line $m$ incident with $P$ which has no point in common with $\ell$.
AIII: There exist three points which are not incident with the same line.

Two lines in an affine plane are said to be parallel if they have no point in common, i.e. if they do not intersect.

Example 1.3. Figure 3 illustrates a finite affine plane with four points and six lines. This is the smallest example of an affine plane and, as we shall see, it is closely related to the Fano configuration.

Problem 1.3. Draw an affine plane which has three points on every line. How many points and lines does it have in total?

Example 1.4. The real affine plane or Euclidean plane can be thought of as $\mathbb{R}^{2}$ with the usual Cartesian coordinate system and the usual points, lines, and incidence relation. It is sometimes denoted by $A G(2, \mathbb{R})$.

Problem 1.4. Verify that the Euclidean plane is indeed an affine plane.

Some key facts about affine planes are summarized in the following result.

Proposition 1.5. Suppose $(\mathcal{P}, \mathcal{L}, I)$ is an affine plane. Then the lines in $\mathcal{L}$ can be partitioned into parallel classes such that all the lines in each class are mutually parallel, any two lines from different parallel classes intersect, and any point $P \in \mathcal{P}$ is on exactly one line of each parallel class.

Projective planes. Of course, our object is to study projective planes.

Definition 1.4. A projective plane is an incidence structure ( $\mathcal{P}, \mathcal{L}, I)$, such that $\mathcal{P}$ and $\mathcal{L}$ are non-empty sets, and satisfying the following axioms:

I: Any two distinct points are incident with an unique line.
II: Any two distinct lines are incident with an unique point.
III: There exist four points such that no three of them are incident with the same line.
If a point $P$ is incident with a line $\ell$, usually written as $P I \ell, P$ is often said to be on $\ell$, and $\ell$ is often said to pass through $P$.

Example 1.5. The Fano configuration defined in Example 1.2 is a projective plane.

Problem 1.6. Show that the Fano configuration is indeed a projective plane.

Problem 1.7. Draw a projective plane which has four points on every line. How many points and lines does it have in total?

Example 1.6. Suppose $\mathbb{R}$ is the field of real numbers and $\mathbb{R}^{3}$ is the three-dimensional vector space over $\mathbb{R}$. The real projective plane, sometimes denoted by $\operatorname{PG}(2, \mathbb{R})$, is the incidence structure $(\mathcal{P}, \mathcal{L}, I)$ defined as follows:

- $\mathcal{P}$ is the set of one-dimensional subspaces of $\mathbb{R}^{3}$ (i.e. the lines through the origin).
- $\mathcal{L}$ is the set of two-dimensional subspaces of $\mathbb{R}^{3}$ (i.e. the planes through the origin).
- For all points $P \in \mathcal{P}$ and lines $\ell \in \mathcal{L}$, PI位 if and only if $P \subset L$.

Problem 1.8. Show that the real projective plane is indeed a projective plane.

Degenerate planes. An incidence structure that satisfies axioms I and II, but not III, for a projective plane is sometimes called a degenerate plane. Figure 4 gives a couple of examples.

Problem 1.9. Find all the degenerate planes.

## Some basic properties of projective planes.

Proposition 1.10. Suppose $(\mathcal{P}, \mathcal{L}, I)$ is a projective plane. Then:
(1) Every line in $\mathcal{L}$ is incident with at least three points in $\mathcal{P}$.
(2) Every point in $\mathcal{P}$ is incident with at least three lines in $\mathcal{L}$.


Figure 4. A pair of degenerate planes
(3) Every projective plane has at least seven points and seven lines.

Note that this result means that the Fano configuration is as small as a projective plane can get, i.e. it has as few points and lines as possible.

Proposition 1.11. Every line of a projective plane is incident with just as many points as any other line.

Definition 1.5. A projective plane $(\mathcal{P}, \mathcal{L}, I)$ is said to be finite if $\mathcal{P}$ is finite. In this case, the plane is said to be of order $n$ if every line contains exactly $n+1$ points. A projective plane is said to be infinite if it is not finite.

Proposition 1.12. Suppose $(\mathcal{P}, \mathcal{L}, I)$ is a finite projective plane of order $n$. Then:
(1) $n+1$ lines pass through every point in $\mathcal{P}$.
(2) $\mathcal{P}$ has exactly $n^{2}+n+1$ points.
(3) $\mathcal{L}$ has exactly $n^{2}+n+1$ lines.

Thanks to axiom II, there are no parallel lines in a projective plane. However, the axioms for projective planes have one interesting property that their counterparts for affine planes do not, namely duality. In particular, we have the following:

Proposition 1.13. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane. If we define $I^{\prime} \subset \mathcal{L} \times \mathcal{P}$ by saying that $\ell I^{\prime} P$ exactly when $P I \ell$, then $\pi^{\prime}=\left(\mathcal{L}, \mathcal{P}, I^{\prime}\right)$ is also a projective plane.

More generally, anything that can be proven from axioms I-III about points and lines in a projective plane can also be proven if we interchange the roles of lines and points.

Problem 1.14. Make the assertion in the previous paragraph precise and prove it.

Homomorphisms and isomorphisms. From time to time we will need to know when two incidence structures, especially two planes, are essentially the same.

Definition 1.6. Suppose $\pi_{1}=\left(\mathcal{P}_{1}, \mathcal{L}_{1}, I_{1}\right)$ and $\pi_{2}=\left(\mathcal{P}_{2}, \mathcal{L}_{2}, I_{2}\right)$ are incidence structures. A homomorphism from $\pi_{1}$ to $\pi_{2}$ is a function $\varphi:\left(\mathcal{P}_{1} \cup \mathcal{L}_{1}\right) \rightarrow\left(\mathcal{P}_{2} \cup \mathcal{L}_{2}\right)$ such that

- for all $P \in \mathcal{P}_{1}, \varphi(P) \in \mathcal{P}_{2}$,
- for all $\ell \in \mathcal{L}_{1}, \varphi(\ell) \in \mathcal{L}_{2}$, and
- for all $P \in \mathcal{P}_{1}$ and all $\ell \in \mathcal{L}_{1}$, if $P I_{1} \ell$, then $\varphi(P) I_{2} \varphi(\ell)$.

A homomorphism $\varphi: \pi_{1} \rightarrow \pi_{2}$ is an isomorphism if $\varphi$ is also $1-1$ and onto. $\pi_{1}$ and $\pi_{2}$ are then said to be isomorphic, often written as $\pi_{1} \cong \pi_{2}$.

Problem 1.15. $P G(2, \mathbb{Q})$ is defined from the rational numbers in the same way that $P G(2, \mathbb{R})$ is defined from the real numbers. Show that there is an 1-1 homomorphism of projective planes from $P G(2, \mathbb{Q})$ to $P G(2, \mathbb{R})$, but that these projective planes are not isomorphic.

Problem 1.16. Suppose $\varphi$ is an isomorphism of projective planes from $\pi_{1}=\left(\mathcal{P}_{1}, \mathcal{L}_{1}, I_{1}\right)$ to $\pi_{2}=\left(\mathcal{P}_{2}, \mathcal{L}_{2}, I_{2}\right)$. Show that $\varphi^{-1}$ is an isomorphism from $\pi_{2}$ to $\pi_{1}$.

## CHAPTER 2

## Some constructions

Affine planes via coordinates. The idea used in Example 1.4, affine coordinates, can be readily generalized to any field, not just the real numbers.

Problem 2.1. If $F$ is a field, $A G(2, F)$ is the the incidence structure built from $F$ in the same way that $A G(2, \mathbb{R})$ is from $\mathbb{R}$. Verify that $A G(2, F)$ is an affine plane.

Problem 2.2. Show that if $F=G F(2)$ is the two-element field, then $A G(2, F)$ is isomorphic to the finite affine plane described in Example 1.3.

In fact, affine coordinates still work even if $F$ isn't quite a field.
Problem 2.3. Suppose $S$ is a skew field; that is, $S$ satisfies all the field axioms except possibly for commutativity of multiplication. Show that $A G(2, S)$ is an affine plane.

There are, however, affine planes which are not coordinatized by fields or skew fields. One of the classic examples of such an affine plane is the following:

Example 2.1. The Moulton plane is the affine plane ( $\mathcal{P}, \mathcal{L}, I)$ defined as follows:
(1) The points of $\mathcal{P}$ are the points of $\mathbb{R}^{2}$.
(2) The lines of $\mathcal{L}$ are sets of all points $(x, y)$ satisfying one of the following conditions:
(a) $x=c$ for some fixed $c \in \mathbb{R}$.
(b) $y=c$ for some fixed $c \in \mathbb{R}$.
(c) $y=m(x-a) \cdot f(y, m)+b$ for some fixed $m, a, b \in \mathbb{R}$, where

$$
f(y, m)= \begin{cases}1 & \text { if } m \leq 0 \text { or } y \leq 0 \\ \frac{1}{2} & \text { if } m>0 \text { and } y>0\end{cases}
$$

(3) Incidence is inclusion, i.e. $P I \ell$ if $P \in \ell$.

See Figure 1 for a picture of some lines in the Moulton plane.


Figure 1. Lines in the Moulton plane

Problem 2.4. Verify that the Moulton plane is indeed an affine plane.

This construction of the Moulton plane is an example of one approach to constructing examples and counterexamples: start with a plane - in this case $A G(2, \mathbb{R})$ - and redefine which sets of points are the lines.

Projective planes via coordinates. As with its counterpart for affine planes, Example 1.4, Example 1.6 can be readily generalized.

Problem 2.5. If $F$ is an arbitrary field, $P G(2, F)$ is defined from $F$ in the same way that $P G(2, \mathbb{R})$ is defined from $\mathbb{R}$. Show that $P G(2, F)$ is a projective plane.

Problem 2.6. Show that if $F=G F(2)$ is the two-element field, then $\operatorname{PG}(2, F)$ is essentially the Fano configuration.

As with the construction of $A G(2, F)$, the definition of $P G(2, F)$ still makes sense and gives a projective plane if $F$ is skew field instead of a field. One can also construct projective planes which are not coordinatized by fields or skew fields, as we shall see a little later.

A standard method of building a projective plane from a field (or something close to one) is to use projective coordinates. This is really
the same technique used in Example 1.6 and above, just written out in a different way.

Definition 2.1. Suppose $F$ is a field. Define an incidence structure $(\mathcal{P}, \mathcal{L}, I)$ as follows:
(1) $\mathcal{P}$ consists of triples $(x, y, z) \in F^{3} \backslash\{(0,0,0)\}$, subject to the condition that two triples $(x, y, z)$ and $(u, v, w)$ represent the same point if there is a non-zero $\lambda \in F$ such that $x=\lambda u$, $y=\lambda v$, and $z=\lambda w$.
(2) $\mathcal{L}$ consists of triples $[a, b, c] \in F^{3} \backslash\{(0,0,0)\}$, subject to the condition that two triples $[a, b, c]$ and $[d, e, f]$ represent the same line if there is a non-zero $\lambda \in F$ such that $a=\lambda d$, $b=\lambda e$, and $c=\lambda f$.
(3) $(x, y, z) I[a, b, c] \Longleftrightarrow a x+b y+c z=0$.

Problem 2.7. Verify that the procedure given above does define a projective plane and show that it is isomorphic to $P G(2, F)$ as previously defined.

Another way of using a field (or something close to one) to build a projective plane by way of a coordinate system is an extension of the method for building an affine plane via affine coordinates.

Definition 2.2. Suppose $F$ is a field and $\infty$ is a symbol which is not in $F$. Define an incidence structure $(\mathcal{P}, \mathcal{L}, I)$ as follows:
(1) The points in $\mathcal{P}$ include:

- all pairs $(x, y) \in F^{2}$,
- all singletons ( $m$ ) for $m \in F$, and
- the singleton $(\infty)$.

That is, as a set, $\mathcal{P}=F^{2} \cup\{(m) \mid a \in F\} \cup\{(\infty)\}$.
(2) The lines in $\mathcal{L}$ consist of the following sets of points:

- for each $m$ and $b$ in $F$, the line given by $y=m x+b$, $[m, b]=\left\{(x, y) \in F^{2} \mid y=m x+b\right\} \cup\{(m)\}$,
- for each $c \in F$, the line given by $x=c,[c]=\{(x, c) \mid x \in$ $F\} \cup\{(\infty)\}$, and
- the line at infinity, $[\infty]=\{(m) \mid m \in F\} \cup\{(\infty)\}$.
(3) PIौ if and only if $P \in \ell$.

Example 2.2. We can turn the Euclidean plane, $A G(2, \mathbb{R})$, into a projective plane by adding

- a point $(m)$ for each $m \in \mathbb{R}$ where all the lines with slope $m$ meet,
- a point $(\infty)$ where all the vertical lines meet, and


Figure 2. Extended affine coordinates

- a line at infinity, $[\infty$ ], passing through all the new points (and no others),
as in Figure 2.
Problem 2.8. Verify that the construction does define a projective plane and that it is isomorphic to $P G(2, F)$.

This method of extended affine coordinates is an application of a more general procedure of constructing affine and projective planes from each other, described below. It is worth independent mention in part because the method we will eventually use to construct a coordinate system for an arbitrary projective plane creates an extended affine coordinate system for that plane, though the coordinates do not necessarily form anything close to a field.

Affine from projective planes and vice versa. It turns out that one can easily construct an affine plane from a given projective plane, or vice versa, simply by deleting, or adding, a line and all the points on it.

Theorem 2.9. Suppose $(\mathcal{P}, \mathcal{L}, I)$ is a projective plane and let $\ell$ be any fixed line of $\mathcal{L}$. Define an incidence structure $\left(\mathcal{P}^{\prime}, \mathcal{L}^{\prime}, I^{\prime}\right)$ as follows:
(1) $\mathcal{P}^{\prime}=\mathcal{P} \backslash \ell$, i.e. the points of $\mathcal{P}^{\prime}$ are the points of $\mathcal{P}$ except for those on $\ell$.
(2) $\mathcal{L}^{\prime}=\mathcal{L} \backslash\{\ell\}$, i.e. the lines of $\mathcal{L}^{\prime}$ are the lines of $\mathcal{L}$ except for $\ell$.
(3) $I^{\prime}=I \cap\left(\mathcal{P}^{\prime} \times \mathcal{L}^{\prime}\right)$, i.e. incidence doesn't change, apart from there being fewer points and lines.
Then $\left(\mathcal{P}^{\prime}, \mathcal{L}^{\prime}, I^{\prime}\right)$ is an affine plane.
Problem 2.10. Show that deleting a line and all the points on it from the Fano configuration gives the affine plane of Example 1.3.

Theorem 2.11. Suppose $(\mathcal{P}, \mathcal{L}, I)$ is an affine plane. Define an incidence structure $\left(\mathcal{P}^{*}, \mathcal{L}^{*}, I^{*}\right)$ as follows:
(1) The points of $\mathcal{P}^{*}$ are all the points of $\mathcal{P}$, together with one ideal point $P_{C}$ for each parallel class $C$ of lines in $\mathcal{L}$.
(2) The lines of $\mathcal{L}^{*}$ are all the lines of $\mathcal{L}$, plus one ideal line or line at infinity, $\ell_{\infty}$.
(3) $I^{*}$ is defined as follows:
(a) $P I^{*} \ell$ if $P I \ell$.
(b) $P_{C} I^{*} \ell$ for every line $\ell$ in the parallel class $C$.
(c) For each parallel class $C, P_{C} I^{*} \ell_{\infty}$.

Then $\left(\mathcal{P}^{*}, \mathcal{L}^{*}, I^{*}\right)$ is a projective plane.
Problem 2.12. Show that adding a line at infinity to the affine plane of Example 1.3 gives the Fano configuration.

Problem 2.13. Show that if $F$ is field, then $A G(2, F)$ and $P G(2, F)$ are corresponding affine and projective planes in the sense of the procedures given in the above theorems.

Free completion. The methods described so far all rely on having a suitable algebraic structure or an affine plane in order to construct a projective plane. There is a fairly elementary technique for constructing a projective plane starting from nothing but a suitable configuration.

Definition 2.3. Suppose $\mathcal{C}_{0}=\left(\mathcal{P}_{0}, \mathcal{L}_{0}, I_{0}\right)$ is a configuration. For each $n \geq 0$, given a configuration $\mathcal{C}_{n}=\left(\mathcal{P}_{n}, \mathcal{L}_{n}, I_{n}\right)$, define the configuration $\mathcal{C}_{n+1}=\left(\mathcal{P}_{n+1}, \mathcal{L}_{n+1}, I_{n+1}\right)$ as follows:
(1) $\mathcal{P}_{n+1}$ includes all the points of $\mathcal{P}_{n}$, together with a new and distinct point of intersection for every pair of lines in $\mathcal{L}_{n}$ which do not already have a common point of intersection in $\mathcal{C}_{n}$.


Figure 3. Free completion of a quadrangle
(2) $\mathcal{L}_{n+1}$ includes all the lines of $\mathcal{L}_{n}$, together with a new and distinct line joining each pair of points in $\mathcal{P}_{n}$ which do not already have a line joining them in $\mathcal{C}_{n}$.
(3) $I_{n+1}$ is $I_{n}$, plus the incidences involving the added points and lines described above.
Let $\mathcal{P}=\bigcup_{n=0}^{\infty} \mathcal{P}_{n}, \mathcal{L}=\bigcup_{n=0}^{\infty} \mathcal{L}_{n}$, and $I=\bigcup_{n=0}^{\infty} I_{n}$. Then the incidence structure $\pi=(\mathcal{P}, \mathcal{L}, I)$ is the free completion of the configuration $\mathcal{C}_{0}=$ $\left(\mathcal{P}_{0}, \mathcal{L}_{0}, I_{0}\right)$.

To get a projective plane using this process, we need to assume a little about the configuration to ensure that axiom III holds.

Definition 2.4. A quadrangle is a set of four points, no three of which are incident with the same line, and a quadrilateral is a set of four lines, no three of which are incident with a single point.

Example 2.3. The first two configurations obtained in the process of freely completing a quadrangle are shown in Figure 3.

THEOREM 2.14. The free completion of a configuration containing either a quadrangle or a quadrilateral is a projective plane.

Problem 2.15. Show that the free completion of a (non-empty) configuration which does not contain either a quadrangle or a quadrilateral need not be a projective plane.

Subplanes and Completion. If a given configuration is contained in a projective plane, one can also complete it using the incidence relation of the plane, in which case its completion is a projective plane contained within the original one. To consider this properly we first need to introduce the notion of a subplane of a projective plane.

Definition 2.5. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane. A subplane of $\pi$ is a structure $\pi_{0}=\left(\mathcal{P}_{0}, \mathcal{L}_{0}, I_{0}\right)$ where
(1) $\mathcal{P}_{0} \subseteq \mathcal{P}$,
(2) $\mathcal{L}_{0} \subseteq \mathcal{L}$,
(3) $I_{0}=I \cap\left(\mathcal{P}_{0} \times \mathcal{L}_{0}\right)$, and
(4) $\pi_{0}$ is itself a projective plane.

Problem 2.16. Show that $\operatorname{PG}(2, \mathbb{Q})$ is a subplane of $\operatorname{PG}(2, \mathbb{R})$.
Definition 2.6. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane and $\mathcal{C} \subseteq \mathcal{P} \cup \mathcal{L}$ is a configuration in $\pi$. (Points and lines of $\mathcal{C}$ are incident in $\mathcal{C}$ exactly as they are incident with each other in $\pi$.) Define a sequence of configurations, $\mathcal{C}_{n}$ for $n \in \mathbb{N}$, as follows:

- $\mathcal{C}_{0}=\mathcal{C}$
- $\mathcal{C}_{n+1}=\mathcal{C}_{n}$, together will all lines in $\mathcal{L}$ joining pairs of points in $\mathcal{C}_{n}$ and all points in $\mathcal{P}$ where two line of $\mathcal{C}_{n}$ intersect.
Then the structure $\mathcal{C}^{\prime}=\left(\mathcal{P}^{\prime}, \mathcal{L}^{\prime}, I^{\prime}\right)$, where
(1) $\mathcal{P}^{\prime}=\mathcal{P} \cap \bigcup_{n=0}^{\infty} \mathcal{C}_{n}$,
(2) $\mathcal{L}^{\prime}=\mathcal{L} \cap \bigcup_{n=0}^{\infty} \mathcal{C}_{n}$, and
(3) $I^{\prime}=I \cap\left(\mathcal{P}^{\prime} \times \mathcal{L}^{\prime}\right)$,
is the completion of $\mathcal{C}$ in $\pi$.
The procedure described above can, of course, be carried out within any incidence structure, but we will stick to doing so within projective planes.

Problem 2.17. Show that if $\mathcal{C}$ is a quadrangle within the Fano configuration, then its completion is the whole Fano configuration.

Proposition 2.18. Suppose $\mathcal{C}$ is a configuration in a projective plane $\pi$ which contains a quadrangle or a quadrilateral. Then the completion of $\mathcal{C}$ in $\pi$ is a subplane of $\pi$. (It is usually called the subplane generated by $\mathcal{C}$.)

Problem 2.19. Find a quadrangle in $P G(2, \mathbb{R})$ whose completion is $P G(2, \mathbb{Q})$.

Homomorphisms supply another reason for considering subplanes.
Proposition 2.20. Suppose $\varphi$ is a 1-1 homomorphism of projective planes from $\pi_{1}$ to $\pi_{2}$. Then the image of $\varphi$ is a subplane of $\pi_{2}$.

Problem 2.21. Suppose $\varphi$ is a homomorphism of projective planes from $\pi_{1}$ to $\pi_{2}$. If $\varphi$ is not $1-1$, does the image of $\varphi$ still have to be a subplane of $\pi_{2}$ ?

## CHAPTER 3

## Collineations

Collineations. A lot of the real action in the study of projective planes involves the isomorphisms from a plane to itself, that is, the automorphisms or collineations of a plane. As we shall see in later chapters, the properties of the automorphisms of a plane are intimately tied to the geometrical properties of the plane and to the properties of any algebraic stucture which can be used to coordinatize the plane.

Definition 3.1. A collineation of a projective plane is an isomorphism of the plane to itself. (That is, a collineation is an automorphism of a projective plane.)

It is common to write the image of a point, $\gamma(P)$, under the collineation $\gamma$ as $P^{\gamma}$, and similarly for lines. (i.e. $\gamma(P)=P^{\gamma}$ and $\gamma(\ell)=\ell^{\gamma}$.) A collineation $\gamma$ is said to $f i x$ a point $P$ (respectively, a line $\ell$ ) if $P^{\gamma}=P$ (respectively, $\ell^{\gamma}=\ell . \gamma$ is the identity collineation of a projective plane if it fixes every point and every line of the projective plane.

Note. The notation for collineations described above occasionally causes confusion when more than one collineation is being used. In particular, it should be noted that if $\gamma$ and $\delta$ are both collineations of some projective plane, then $P^{\gamma \delta}$ means $\left(P^{\gamma}\right)^{\delta}=\delta(\gamma(P))$. That is, $\gamma \delta$ is $\delta \circ \gamma$. This change in the order of $\gamma$ and $\delta$ between the "exponential product" and "composition of functions" notations can be hard to keep straight.

One can, of course, extend the notion of collineation to affine planes and other incidence structures.

Example 3.1. We can define a collineation $\alpha$ of $P G(2, \mathbb{R})$ which is not the identity as follows in terms of homogeneous coordinates.

- For each point $(x, y, z)$ of $P G(2, \mathbb{R})$, let $(x, y, z)^{\alpha}=(y, x, z)$, and
- for each line $[a, b, c]$ of $P G(2, \mathbb{R})$, let $[a, b, c]^{\alpha}=[b, a, c]$.

It is pretty easy to check that $\alpha$ preserves incidence. Note that $\alpha$ fixes precisely those points and lines which have homogeneous coordinates of the forms $(x, x, z)$ and $[a, a, c]$ respectively.

Example 3.2. We can define another collineation, $\beta$, of $P G(2, \mathbb{R})$ which is not the identity as follows in terms of affine coordinates (see Definition 2.2). Let $c \in \mathbb{R}$ be a constant.

- For each point $(x, y)$ of $P G(2, \mathbb{R})$, let $(x, y)^{\beta}=(x+c, y)$,
- for each point $(m)$ of $P G(2, \mathbb{R})$, let $(m)^{\beta}=(m)$, and
- for the point $(\infty)$ of $P G(2, \mathbb{R})$, let $(\infty)^{\beta}=(\infty)$.

Note that every point on the line at infinity is fixed by $\beta$, and hence so is the line itself.

Problem 3.1. Work out how all the other lines of $\operatorname{PG}(2, \mathbb{R})$ are moved by the collineation $\beta$ defined in Example 3.2.

Problem 3.2. Work out how, in terms of homogeneous coordinates, points and lines of $\operatorname{PG}(2, \mathbb{R})$ are moved by the collineation $\beta$ defined in Example 3.2.

Example 3.3. Suppose $F$ is a field and $\mathbf{A} \in M_{3}(F)$ is an invertible $3 \times 3$ matrix over $F$. We can define a collineation $\delta$ of $P G(2, F)$, in terms of homogeneous coordinates, by letting $(x, y, z)^{\delta}=\left(\mathbf{A}(x, y, z)^{T}\right)^{T}$.

Problem 3.3. Verify that the $\delta$ of Example 3.3 is indeed a collineation of $P G(2, F)$.

Some properties of collineations. First, a trivial observation:
Proposition 3.4. The identity collineation of a projective plane is indeed a collineation of that plane.

It will sometimes be convenient to know just how much of a projective plane must be fixed by a given collineation before we can conclude it is actually the identity collineation. Here are a couple of shortcuts:

Proposition 3.5. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane, $\ell$ is a line of $\mathcal{L}$, and $Q$ and $R$ are points of $\mathcal{P}$ which are not incident with $\ell$. If $\gamma$ is a collineation of $\pi$ that fixes $Q, R$, and every point $P$ on $\ell$, then $\gamma$ is the identity.

Proposition 3.6. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane and $\gamma$ is a collineation of $\pi$ that fixes all the points of a quadrangle. Then $\gamma$ fixes the subplane generated by the quadrangle.

It is important to know that a composition of collineations gives another collineation...

Proposition 3.7. If $\gamma$ and $\delta$ are collineations of some projective plane, then $\gamma \delta$ (i.e. $\delta \circ \gamma$ ) is also a collineation of the plane.
$\ldots$ and that the inverse function of a collineation is also a collineation. . .

Proposition 3.8. If $\gamma$ is a collineation of some projective plane, then $\gamma^{-1}$ is also a collineation of the plane.
... because it follows that:
Proposition 3.9. The set of all the collineations of a projective plane forms a group under composition.

Unfortunately, even a small plane may have a pretty large collineation group.

Problem 3.10. Find all the collineations of the Fano configuration. ${ }^{1}$

With some effort, one can use free completion to construct planes with only the identity as a collineation.

We will study how groups of collineations act on the plane, i.e. how the collineations in these groups fix and/or move points and lines, in the next chapter.

Axial and central collineations. The most important collineations for our purposes will be those that fix all the points on a line or all the lines through a point.

Definition 3.2. A collineation $\gamma$ of a projective plane is
(1) an axial collineation if it fixes all points on some line $\ell$ (the axis), i.e. $P^{\gamma}=P$ for every point $P$ such that $P I \ell$, and is
(2) a central collineation if it fixes all lines through of some point $P$ (the centre), i.e. $\ell^{\gamma}=\ell$ for every line $\ell$ such that $P I \ell$.
Problem 3.11. Since the collineation $\beta$ of $\operatorname{PG}(2, \mathbb{R})$ given in Example 3.2 fixes every point on the line at infinity, it is axial. Show that it is also central.

Example 3.4. We can define a collineation $\gamma$ of $P G(2, \mathbb{R})$ which is neither axial nor central as follows in terms of homogeneous coordinates.

- For each point $(x, y, z)$ of $P G(2, \mathbb{R})$, let $(x, y, z)^{\gamma}=(z, x, y)$, and
- for each line $[a, b, c]$ of $P G(2, \mathbb{R})$, let $[a, b, c]^{\gamma}=[c, a, b]$.

As in Example3.1, it is pretty easy to check that $\gamma$ preserves incidence. Note that $\gamma$ fixes only the point with homogeneous coordinates $(1,1,1)$ and the line with homogeneous coordinates $[1,1,1]$. Since every other point and line is moved by $\gamma$, it is neither an axial nor a central collineation.

[^1]Problem 3.12. Is the collineation $\alpha$ of $\operatorname{PG}(2, \mathbb{R})$ given in Example 3.1 central or axial?

Problem 3.13. Find all the axial and central collineations of the Fano configuration.

A key fact about axial and central collineations is that the two definitions actually coincide.

THEOREM 3.14. A collineation $\gamma$ of a projective plane is an axial collineation if and only if it is a central collineation.

This justifies the first part of the following definition.
Definition 3.3. A central collineation with centre $P$ and axis $\ell$ is often referred to as a $(P, \ell)$-central collineation or a $(P, \ell)$-collineation. It is said to be
(1) an elation if PI€, and
(2) a homology if $P$ ハ $\ell$.

For example, the collineation given in Example 3.2 is an elation, as you should have found that its centre is a point on the line at infinity in Problem 3.11.

Problem 3.15. Find a homology of $P G(2, \mathbb{R})$.
Some properties of $(P, \ell)$-central collineations. A $(P, \ell)$-central collineation fixes $P$ and $\ell$, as well as every line through $P$ and every point on $\ell$, by definition, but (unless it is the identity) it will move other points and lines, albeit with some restrictions. The following lemma gives those restrictions and can also serve as an useful tool in locating the centre and/or the axis.

Lemma 3.16. Suppose $\gamma$ is a $(P, \ell)$-central collineation. If $Q$ is a point that is not fixed by $\gamma$, then $Q$ and $Q^{\gamma}$ are collinear with $P$. Similarly, if $m$ is a line that is not fixed by $\gamma$, then $m$ and $m^{\gamma}$ are coincident with $\ell$.

It will be useful later on to know that for a given point $P$ and line $\ell$, the $(P, \ell)$-central collineations form a group under composition.

Proposition 3.17. If $\gamma$ and $\delta$ are $(P, \ell)$-central collineations, then $\gamma \delta$ (i.e. $\delta \circ \gamma$ ) is also a $(P, \ell)$-central collineation.

Proposition 3.18. If $\gamma$ is a $(P, \ell)$-central collineation, then $\gamma^{-1}$ is also a $(P, \ell)$-central collineation.

Theorem 3.19. If $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane, $G$ is any group of collineations of $\pi, P \in \mathcal{P}$, and $\ell \in \mathcal{L}$, then the $(P, \ell)$-central collineations of $\pi$ which are in $G$ form a subgroup of $G$. (This subgroup of $G$ is usually denoted by $G(P, \ell)$.)

Problem 3.20. Is a product of two central collineations, not necessarily with the same centre and axis, necessarily a central colineation too?

We will develop further properties of central collineations in the next chapter.

## CHAPTER 4

## Transitivity and Desargues' Theorem

In this chapter we will establish a connection between the central collineations of a plane and its geometrical properties.

Transitivity. We will be particularly interested if the $(P, \ell)$-central collineations, taken collectively, move points about with no further restrictions than those imposed by Lemma 3.16.

Definition 4.1. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane, $P \in$ $\mathcal{P}$, and $\ell \in \mathcal{L} . \pi$ is said to be $(P, \ell)$-transitive if, given any two points $A$ and $B$ which are collinear with but different from $P$ and which are not on $\ell$, there is a $(P, \ell)$-central collineation $\gamma$ of $\pi$ such that $A^{\gamma}=B$.

Example 4.1. $P G(2, \mathbb{R})$, equipped with extended affine coordinates, is $((0),[\infty])$-transitive. If $(a, b)$ is a point of $P G(2, \mathbb{R})$ not on $[\infty]$, then any other point on the line joining it to (0) (other than (0) itself) has coordinates $(z, b)$ for some $z$. Let $(e, b)$ be such a point. The $((0),[\infty])$-central collineation given by $(x, y)^{\gamma}=(x+e-a, y)$ moves $(a, b)$ to $(a+e-a, b)=(e, b)$ (see Example 3.2 and set $c=e-a)$.

Problem 4.1. Show that $P G(2, \mathbb{R})$ is also $((0,0),[\infty])$-transitive.
The following proposition is often useful in checking that a plane is transitive at many point-line pairs.

Proposition 4.2. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane which is $(P, \ell)$-transitive for some point $P \in \mathcal{P}$ and line $\ell \in \mathcal{L}$, and suppose $\alpha$ is any collineation of $\pi$. Then $\pi$ is also $\left(P^{\alpha}, \ell^{\alpha}\right)$-transitive.

Problem 4.3. Show that the Fano configuration is $(P, \ell)$-transitive for every point-line pair $(P, \ell)$.

In fact, every plane coordinatized by a skew field is transitive for every point-line pair.

Lemma 4.4. Suppose $F$ is a skew field. Then $P G(2, F)$ is $((0),[\infty])$ and $((0,0),[\infty])$-transitive.

Lemma 4.5. Suppose $F$ is a skew field, and $P$ and $Q$ are points and

$Q$ Im. Then there is a collineation $\alpha$ of $P G(2, F)$ such that $P^{\alpha}=Q$ and $\ell^{\alpha}=m$.

Proposition 4.6. Suppose $F$ is a skew field. Then $P G(2, F)$ is $(P, \ell)$-transitive for every point-line pair $(P, \ell)$.

Not every projective plane is transitive at every point-line pair. For example, as we shall see below, the projective version of the Moulton plane described in Example 2.1 is not transitive for some point-line pair $(P, \ell)$. We will also use free completion to construct a plane which is not $(P, \ell)$-transitive for any point-line pair $(P, \ell)$ whatsoever.

Desargues' Theorem. It turns out that a plane is $(P, \ell)$-transitive exactly when a suitable geometrical condition holds. You may have seen some variation of the following result:

Theorem 4.7 (Desargues' Theorem). Suppose $A B C$ and DEF are triangles in a projective plane. Then they are in perspective from a point, i.e. the lines $A D, B E$, and $C F$ intersect in a common point, if and only if they are in perspective from a line, i.e. the points $A B \cap D E$, $A C \cap D F$, and $B C \cap E F$ are collinear.

A restricted version of Desargues' Theorem turns out to be equivalent to $(P, \ell)$-transitivity.

Definition 4.2. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane, $P \in$ $\mathcal{P}$, and $\ell \in \mathcal{L} . \pi$ is $(P, \ell)$-Desarguesian if whenever any two triangles $A B C$ and $D E F$ of $\pi$ are in perspective from $P$, i.e. $A D, B E$, and $C F$ all intersect in $P$, and both $A B \cap D E$ and $B C \cap E F$ are on $\ell$, then $A C \cap D F$ is also on $\ell$.

That is, $\pi$ is $(P, \ell)$-Desarguesian if whenever two triangles are in perspective from $P$ and ought also to be in perspective from $\ell$, they really are in perspective from $\ell$. See Figure 1 for a diagram of the configuration involved.

Lemma 4.8. Desargues' Theorem holds in a projective plane $\pi=$ $(\mathcal{P}, \mathcal{L}, I)$ if and only if $\pi$ is $(P, \ell)$-Desarguesian for every point $P \in \mathcal{P}$ and line $\ell \in \mathcal{L}$.

Theorem 4.9. Suppose $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane, $P \in$ $\mathcal{P}$, and $\ell \in \mathcal{L}$. Then $\pi$ is $(P, \ell)$-transitive if and only if $\pi$ is $(P, \ell)$ Desarguesian.

One consequence of this is to make it easier to check when transitivity fails, since it is usually far easier to find a specific failure of Desargues' Theorem than to check that no ( $P, \ell$ )-collineation will move some point to some other point.


Figure 1. Desargues' configuration
Problem 4.10. Show that the Moulton plane is not $(P, \ell)$-Desarguesian (and hence is not $(P, \ell)$-transitive) for some point-line pair $(P, \ell)$.

Problem 4.11. Show that the free completion of a quadrangle is not $(P, \ell)$-Desarguesian, and hence is not $(P, \ell)$-transitive, for every point-line pair $(P, \ell)$.

## CHAPTER 5

## Coordinatization

In this chapter we will show how, given nothing but a projective plane as an incidence structure, one can introduce a coordinate system in a projective plane and define a suitable algebraic structure for the coordinates. We will then establish various relationships between the geometric properties of the plane and the algebraic properties of its coordinate system.

Introducing coordinates. There are several methods available to construct a coordinate system for a projective plane, starting only with its incidence structure. They differ in their details, but ultimately give the same principal results. The method we will use is due to G. Pickert and constructs a system of extended affine coordinates that comes as near as possible in general to making the lines (which ought to be) of the form $y=m x+b$ work in familiar ways.

The basic idea is to start with some set of symbols $R$ (including 0 and 1) to be used as coordinates, pick a quadrangle of points that will be assigned the coordinates $(0,0),(1,1),(0)$, and $(\infty)$, and then assign the rest of the symbols in some arbitrary way to the points on the line which will have the equation $y=x$. One can then use the incidence structure of the plane, together the usual interaction of "horizontal" and "vertical" lines with affine cordinates, to determine the coordinates of all affine points, after which finding the coordinates of the remaining points on the line at infinity is pretty easy. Finally, once one has the coordinates of all the points nailed down, nailing down the coordinates of all the lines is pretty easy.

Definition 5.1. Suppose that $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane and that $R$ is a set of symbols, including 0 and 1 , which is just large enough to assign a symbol from $R$ to each point of some line in the affine plane corresponding to $\pi$. (That is, $|\mathcal{P}|=|R|+1$.)

Choose a quadrangle $O E U V$ in $\pi$ (the fundamental quadrangle of the coordinate system) and declare their coordinates to be $O=(0,0)$, $E=(1,1), U=(0)$, and $V=(\infty)$, as in Figure 1. Give every other point on the line $O E$ coordinates of the form $(a, a)$ for some distinct $a$ in $R \backslash\{0,1\}$.


Figure 1. The fundamental quadrangle


Figure 2. Coordinates of affine points

For any point $X$ not incident with $O E$ or $U V$, we can assign coordinates by setting $X=(a, b)$ if $X V \cap O E=(a, a)$ and $X U \cap O E=(b, b)$, as in Figure 2.

Finally, give each point $Y$ on $U V$, other than $U$ or $V$, coordinates by setting $Y=(m)$ if $O Y \cap E V=(1, m)$, as in Figure 3.


Figure 3. Coordinates of ideal points
Problem 5.1. Complete the definition of how coordinates are introduced by working out what the coordinates of the various lines ought to be, at least if we wish to have affine coordinates work as usual.

Note. On a point of notation, recall that the line (which ought to be) described by the equation $y=m x+b$ is often denoted by $[m, k]$, the line $x=c$ by $[c]$, and the line at infinity by $[\infty]$. As we shall see below, we will not always be able to define operations of + and $\cdot$ on our coordinates so as to ensure that the set of points $(x, y)$ satisfying $y=m x+b$ is always a line.

Problem 5.2. Begin with the Fano configuration, choose a fundamental quadrangle, and work out the coordinates of all the points and lines. How do these compare with those obtained in the construction the Fano configuration from the two-element field $F=G F(2)$ using extended affine coordinates?

Ternary rings. The algebraic structure which we can be sure of getting when we introduce coordinates in a projective plane is not usually as nice as a field or skew field. We can only guarantee, in particular, that we get a structure in which the key operation is ternary (i.e. three-place).

Definition 5.2. If coordinates (using symbols from a set $R$ ) are introduced in a projective plane $\pi$ as above, the corresponding ternary operation $T: R^{3} \rightarrow R$ is defined by

$$
y=T(m, x, b) \Longleftrightarrow(x, y) I[m, k] .
$$

In the familiar case that $\pi$ is defined using a (skew) field, the lines are given by $y=m x+b$, so the corresponding ternary operation is $T(m, x, b)=m x+b$. In general, though, what we can guarantee in general is summed up in the following theorem.

TheOrem 5.3. If coordinates (using symbols from a set $R$ ) are introduced in a projective plane $\pi$ as above, then the corresponding ternary operation $T: R^{3} \rightarrow R$ satisfies the following conditions:
(1) For all $x, b \in R, T(x, 0, b)=T(0, x, b)=b$.
(2) For all $x \in R, T(1, x, 0)=T(x, 1,0)=x$.
(3) For all $x, y, u, v \in R$ with $x \neq u$, there is an unique ordered pair $(m, b) \in R^{2}$ such that $y=T(m, x, b)$ and $v=T(m, u, b)$.
(4) For all $x, y, m \in R$, there is an unique $b \in R$ with $y=$ $T(m, x, b)$.
(5) For all $m, b, n, c \in R$ with $m \neq n$, there is an unique $x \in R$ with $T(m, x, b)=T(n, x, c)$.

Definition 5.3. A planar ternary ring (occasionally called a planar ternary field) is a set $R$, including the symbols 0 and 1 , together with a ternary operation $T: R^{3} \rightarrow R$ satisfying the conditions $1-5$ of Theorem 5.3.

Given a planar ternary ring, we can construct the corresponding projective plane quite readily.

Theorem 5.4. Suppose $(R, T)$ is a planar ternary ring. Define an incidence structure $\pi=(\mathcal{P}, \mathcal{L}, I)$ as follows:

- $\mathcal{P}=\{(x, y) \mid x, y \in R\} \cup\{(m) \mid m \in R\} \cup\{(\infty)\}$
- $\mathcal{L}=\{[m, b] \mid m, b \in R\} \cup\{[c] \mid c \in R\} \cup\{[\infty]\}$
- Incidence is defined as follows:

$$
-(x, y) I[m, b] \Longleftrightarrow y=T(m, x, b)
$$

$-(x, y) I[c] \Longleftrightarrow x=c$
$-(x, y) \Lambda[\infty]$
$-(n) I[m, b] \Longleftrightarrow n=m$

- (n) $\boldsymbol{\Lambda}[c]$
- $(n) I[\infty]$
$-(\infty) \quad \Lambda[m, b]$
$-(\infty) I[c]$
$-(\infty) I[\infty]$
Then $\pi$ is a projective plane.
Some basic properties of ternary rings. We can use a planar ternary ring $(R, T)$ to define operations of addition and multiplication
on $R$, though, unfortunately, these will not necessarily be terribly wellbehaved.

Definition 5.4. Suppose $(R, T)$ is a planar ternary ring. + and - on $R$ are defined by setting, for $a, b \in R, a+b=T(1, a, b)$ and $a \cdot b=T(a, b, 0)$

Definition 5.5. A non-empty set $G$ with a binary operation $\circ$ is a loop if it satisfies the following conditions.

- For all $a, b \in G$, there is an unique $x \in G$ such that $a \circ x=b$.
- For all $a, b \in G$, there is an unique $y \in G$ such that $y \circ a=b$.
- $G$ has an identity element $e$ for $\circ$, i.e. $x \circ e=e \circ x=x$ for all $x \in G$.

Proposition 5.5. If $(R, T)$ is a planar ternary ring, then $(R,+)$ and $(R \backslash\{0\}, \cdot)$ are loops.

Unfortunately, this proposition is about as much as we can say without additional assumptions about the ternary ring or the plane it is defined from. Indeed, we cannot even assume that $T(m, x, b)=m x+b$ without additional assumptions.

Proposition 5.6. Suppose $\pi$ is the free completion of a quadrangle and $(R, T)$ is the planar ternary ring defined from $\pi$ using the original quadrangle as the fundamental quadrangle. Then

- $T(m, x, b) \neq m x+b$ for some $m, x, b \in R$.
-     + is not associative.
- • is not associative.
-     + is not commutative.
- • is not commutative.
- The distributive laws for + and $\cdot$ fail.

It follows from the first item in the proposition above that not every line that ought to be is of the form $y=m x+b$; it follows from the other items that $(R,+)$ and $(R, \cdot)$ are not groups, and that $(R,+, \cdot)$ is not a ring, much less a skew field or a field.

## CHAPTER 6

## Geometric vs. algebraic properties

The geometric properties of a projective plane and the algebraic properties of the ternary ring coordinatizing it are closely tied together. A few of the most basic connections are established below. In what follows, we will suppose that $\pi=(\mathcal{P}, \mathcal{L}, I)$ is a projective plane and $(R, T)$ is the ternary ring coordinatizing $\pi$ with respect to the fundamental quadrangle $O E U V$.

First, however, a small fact from algebra:
Lemma 6.1. Suppose $(G, o)$ is a loop and the binary operation $\circ$ is associative. Then $(G, \circ)$ is a group.

Linearity. One nice property that we would like to have a ternary ring $(R, T)$ satisfy is that addition and multiplication behave well enough to ensure that $T(m, x, b)=m x+b$.

Definition 6.1. A ternary ring $(R, T)$ is linear if $T(m, x, b)=$ $m x+b$ for all $m, x, b \in R$.

It turns out that $(R, T)$ is linear exactly when the projective plane it coordinatizes satisfies a highly restricted version of Desargues' Theorem, even more restricted than the ( $P, \ell$ )-Desargues' Theorem.

Proposition 6.2. $(R, T)$ is linear if and only if whenever $A B C$ and $D E F$ are triangles of $\pi$ which are
(1) in perspective from $V$ so that
(2) $A$ and $D$ are incident with $O V$,
(3) $A B \cap D E$ and $A C \cap D F$ are incident with $U V$, and
(4) $B C$ is incident with $U$, it also the case that $E F$ is incident with $U$.

It follows that very modest amounts of transitivity in $\pi$ with respect to point-line pairs in the fundamental quadrangle suffice to ensure that $(R, T)$ is linear.

Corollary 6.3. If $\pi$ is $(V, U V)$-transitive, then $(R, T)$ is linear.
Proposition 6.4. If $\pi$ is ( $U, O V$ )-transitive, then $(R, T)$ is linear.

Additive properties. A modest amount of transitivity will also ensure that addition is fairly well-behaved.

Definition 6.2. A ternary ring $(R, T)$ is a Cartesian group if it is linear and $(R,+)$ is associative.

It follows from Lemma 6.1 that if $(R, T)$ is a Cartesian group, then $(R,+)$ is a group.

Theorem 6.5. $(R, T)$ is a Cartesian group if and only if $\pi$ is (V,UV)-transitive.

A little more transitivity will also get addition to interact even better with multiplication.

Definition 6.3. A ternary ring $(R, T)$ satisfies the left distributive law if $a(b+c)=a b+a c$ for all $a, b, c \in R$.

Theorem 6.6. $(R, T)$ is a Cartesian group satisfying the left distributive law if and only if $\pi$ is $(V, U V)$-transitive and $(U, U V)$-transitive.

Multiplicative properties. The results above relating transitivity in the fundamental quadrangle to properties of addition have close counterparts relating transitivity in the fundamental quadrangle to properties of multiplication.

Theorem 6.7. $(R, T)$ is linear and $(R, \cdot)$ is associative if and only if $\pi$ is ( $U, O V$ )-transitive.

It follows from Lemma 6.1 that if $(R, T)$ has associative multiplication, then $(R \backslash\{0\}, \cdot)$ is a group. Again, a little more transitivity will get multiplication to interact better with addition.

Theorem 6.8. $(R, T)$ is linear with associative multiplication and satisfies the left distributive law if and only if $\pi$ is ( $U, O V$ )-transitive and (V,OU)-transitive.

Problem 6.9. How little transitivity relative to the fundamental quadrangle $O E U V$ is required to ensure that the resulting ternary ring is at least a skew field? How much more transitivity follows in such a case?
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A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public, that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent image formats include PNG, XCF and JPG.

Opaque formats include proprietary formats that can be read and edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent appearance of the work's title, preceding the beginning of the body of the text.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of this License.

## 2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.

## 3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document's license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a chance to provide you with an updated version of the Document.

## 4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:
A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that version gives permission.
B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this requirement.
C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
D. Preserve all the copyright notices of the Document.
E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.
F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this License, in the form shown in the Addendum below.
G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document's license notice.
H. Include an unaltered copy of this License.
I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.
J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.
K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section
all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.
L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered part of the section titles.
M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.
N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.
O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the Modified Version's license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties-for example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endorsement of any Modified Version.

## 5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them
all as Invariant Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements."

## 6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.

## 7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright resulting from the compilation is not used to limit the legal rights of the compilation's users beyond what the individual works permit. When the Document is included an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggregate, the Document's Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic
equivalent of covers if the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.

## 8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document, and any Warrany Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1 ) will typically require changing the actual title.

## 9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided for under this License. Any other attempt to copy, modify, sublicense or distribute the Document is void, and will automatically terminate your rights under this License. However, parties who have received copies, or rights, from you under this License will not have their licenses terminated so long as such parties remain in full compliance.

## 10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose any version ever published (not as a draft) by the Free Software Foundation.
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[^0]:    ${ }^{1}$ Future versions of both volumes may include more - or less! - material. Feel free to send suggestions, corrections, criticisms, and the like - I'll feel free to ignore them or use them.

[^1]:    ${ }^{1}$ If you feel really ambitious - or masochistic - you can also work out the group table of the collineation group of the Fano configuration.

