MATH1550, Winter 2023:
Exercise Set 10

1. Use properties of expected value to prove that cov(X,Y) (or oxy) is given by
cov(X,Y) = E(XY) — E(X)E(Y).
Solution.
cov(X,¥) = BI(X — px)(Y — py)]
= BE(XY — py X — puxY + pxpry)
=EB(XY) = py E(X) = px E(Y) + E(ux py)

= E(XY) — pypux — pxpy + pxpy

— B(XY) — pypix = E(XY) = B(X)E(Y)
O

2. Show, for the case of joint discrete random variables X and Y, that if X and Y are independent then
E(XY)=EX)E(X).
(find an example in the notes/exercises where the converse is not true.)

Solution. Let the joint probability distribution for the random variables X and Y be f(x,y); let g(x)
and h(y) denote the marginal distributions of X and Y, respectively. Then,

BEXY) =322, zy- f(z,y)
=222,y (9(z) - h(y)) (f(z,y) = g(x) - h(y) because X and Y are independent)
=>,v g(@) >,y hly) =EX)EY).

See the Chapter 4 lecture notes (near the end) for an example where E(XY) = E(X)E(Y), but X
and Y are not independent.

O

3. Let X and Y be discrete random variables with joint probability distribution given by the following
table:




(a) Find the covariance of X and Y.
(b) Determine whether X and Y are independen

t (justify your answer).

Solution. (a)
1 11 1 74 1
px = E(X) = (=1)-(0+ ) +0- (6+0)+1(12+2) 10T TR T
1 1 1 1 1 1 3
— BE(Y 1-( )=1t5=
py =BE(Y)=0-(0+c+35)+1-(7+0+5)=7+5=7

We also need to find E(XY).

1 1 1 1 1 1 1
E(XY)= (—1)~0'0+(—1)-1-Z+O~0~6+0'1-0+1~0~ﬁ+1~1-§ _O_Z+O+O+O+§ =1
Now, we can evaluate the covariance using the formula oxy = E(XY) — puxpy. We get, oxy =
1 13
1310
1
(b) X and Y are not independent because, for example P(X = 0) = 6 and P(Y =0) = oL but
P(X=0Y = — = —
(X =0, 0) = 79 G 12
O
4. Let X and Y be jointly continuous random variables with joint probability density given by
Sx(y+a) for0<z<1,0<y<?2
_ 5 ’
@)= { 0 elsewhere
(a) Find px and py.
(b) Find the covariance of X and Y. Are X and Y independent?
Solution. (a)
3:E Y
ux = F zly+x) | dedy = dz dy
3zt 23y 23 y 3y y? 7
= -+ = dy:/ —+=d —+ = =
/0 20 5 1, 0 2 5 20 10|, 10
2 2
py = E // ( y+z>da:dy— 3x5y+31:y dz dy
0
30:21/2 2 30,2 2 312
0 0 0 0
(b)
33: Y x2y?
E(XY) zy- | zz(y+2) ) dedy= 5 dz dy
3 23y |y 32 P° 5
:/ T dy:/g+gdy: y Ly >
o 20 5 | 0o 20 5 40 15|, 6




1
150
Since cov(X,Y) #£ 0, it follows that X and Y are not independent.

cov(X,Y) = BE(XY) — uxpy = —

5. Let X and Y be continuous random variables with joint probability density

Loty for0<z<20<y<?2
— 8 — — 4 = =
fla,y) = { 0 otherwise

(a) Find the marginal distribution for X.
(b) Find the covariance for X and Y.

Solution. (a) For 0 < x < 2 we have

g(x) =/ fz,y) dy
’1

=/ g(@+y)dy
0
1 y? ?

= — Ty 4+ —

_z+1

==

and g(z) = 0 otherwise.
(b)
px =B = [ [ o pae dody




py = E / y- f(z,y) dz dy

:/ / y~7(;v+y)dxdy
o Jo 8
1 [? x2y 22
== Ty d
8/0 ( 5 tev| |
1 /2
:g/o (2y +2¢°) dy

1 2y
8<y+30>
7
6

E(XY)/Z/nyf(x,y) dx dy
—/2/2xy01(:c+y)dxdy
() s

2
1
- d
; ( ) o
L 2
8 3
_4
3
Therefore
cov(X,Y) = BE(XY) — e B (i T Y
V)= pxty=37\6)\6)~ 736~ "

6. Let X and Y be continuous random variables with joint probability density

2z for0<2x<1,0<y<1
fla,y) = { 0 otherwise

(a) Find the marginal distribution for Y.
(b) Find the covariance for X and Y.



Solution. (a) The marginal distribution for Y is:

) = [ " fay) de

:/ 2x dx
0

= 2|,
=1

(b) The mean of X is:

px z/_o;/_sz(w,y) dz dy

The mean of Y is:




The first product moment about the origin is:

E(XY)= /o; /O:Oxyf(x,y) dx dy

1,1
://szydxdy
o Jo
1 3,1
22>y
!
1
2y
= dy
[
21

L
3

0

wl

The covariance is:

O

7. The joint distribution, f(x,y), for discrete random variables X and Y is given below. Find the
covariance of X and Y.

X
1 2 3 4 5 6
2 | 3%
3 3
4 % 3%
5 %
6 % ®
y 7 3% ?%6 326
8 % 3% 3
9 526 32()
10 = =
11 2z
12 2

Solution. We will start computing the column sums and row sums to determine the marginal distri-
butions.



Then

SO

1 1
2 | 3 36
2 2
3 36 36
1 2 3
4 36 36 36
2 2
5 36 36 36
6 12 2 5
36 36 36 36
2 2 2 6
y 7 3% 36 36 | 36
8 12 2|5
36 36 36 36
2 2 4
9 3% 36 | 36
1 2 3
10 3% 36 | 36
2 | 2
11 36 36
1 1
12 il4
1 3 5 7 9 11

6
M:mezm%+m%+@%+@%+@%+@%:%;

12 1 2 3 4 5 6
y = hy) = (2) oz + (B) oz + (4) 5z + (8) 5z + (6) o + (1) 52
" gégy y)=Q)z5+ B35+ Wz + Ogg 36~ (V36
F(8) s+ (9) o + (10) 2 + (11) o+ (12) 5 =7
6 12
V)= ayf(x,y)
= @) + (6)% + (8)3% + (12)3% + (15)3% + (18)3i6 + (20)3% + (24)3% + (28)3%
+ (32)3716 + (30)% + (35)% + (40)% + (45)% + (50)3—16 + (42)% + (48)%
+ (54)336 + (60)336 + (66)336 + (72)3716
1232
T 36

Cov(X,¥) = B(XY) ~ B(X)B(Y) = =" - (13661) =2



8. Let X and Y have joint density function given below. Find E(X).

I for0<z<2,0<y<l1
= 3 ’
f(z,y) { 0 elsewhere

Solution.

9. Let X and Y have joint density function given below. Given that E(X) = 3 and E(Y) = i, find
Cov(X,Y).

5222y for0<az<22<y<A4
- 3 )
Fz,y) { 0 elsewhere

Solution. We have

Thus

10. Let X and Y be joint continuous random variables with joint density

2
_J s@+2y) for0<z<1,0<y<1
fla,y) = { 0 otherwise

Find the conditional expected value of X given Y = 1, i.e. find F(X|3).



11.

Solution.

1
2 1
h(y) = / —(z 4 2y)dzr = = (1 + 4y)
0o 3 3
Then,
1
2 y=1
and )
/(1)
1 2 2 2
for 0 < x < 1, and 0 otherwise.
Then,

1 b2 2 [t 2 (2% 22\ |1 2
E(xjy=2)=/ 2 Z@+Vde== | 24ade=2(2+2 ’:7-
<| 2) /Oa:3(x+)x S/Ox—i-xx 3(3+2)0 3

Let X be the amount a salesperson spends on gas in a day, and Y be the amount of money for which
they are reimbursed. The joint density of X and Y is

1 20—z x
flz.y) { 0 otherwise

(gives the probability (density) that they will be reimbursed y dollars after spending x dollars)

Find, f(y|z), the conditional probability of Y given X = x and use it to find the probability of being
reimbursed at least $8 given that $12 was spent. What is the expected reimbursement given that $12
was spent?

Solution. Let g(x) be the marginal density for X. Then

o0 = [ senar= [ o () =g ()
-5 () 5= %) 6) - %

T

Then, for 10 <2 < 20,5 <y <=

Fylz) = f(xv?) _ %g’”) _ (20—x> ( 50 ) 2

and f(y|z) = 0 otherwise.




12.

Setting x = 12 we have f(y[12) = % for £2 <y <12 and f(y|12) = 0 otherwise. Then

12
1 y|iz 2
P(Y >8|X = 12) = fd:—‘ .
(v > 8|X = 12) A ="t =3

The expected reimbursement given that x dollars were spent is

mwmz/myfmm@.

— 00

In the case that z = 12 we have

O

Let X and Y have joint density function given below. Find F(Y|X = 1). Hint, the marginal density

for X is g(z) = 25 for 0 < 2 < 2 and is 0 elsewhere.

227y for0<az<22<y<4
f(Ly)—{ 5 Y

elsewhere

Solution. The conditional density for Y given X = x is

fley) =5 6-z—y

fyle) = =33
(ylz) (@) = 32
for 0 <z < 2,2 <y<4and is 0 elsewhere. Thus
4
EOD = [ ufly) dy
2
4
5—y)
=[ v dy
/(55
by oyl
T_F‘z
64 8
—(20-_2)_(5_-2
(20-5)-(-5)
7
3

10



