Mathematics 1550H — Introduction to probability
TRENT UNIVERSITY, Summer 2015

FINAL EXAMINATION
Tuesday, 4 August, 2015

Space-Time: 14:00-17:00 in GCS 103 Courtesy of Credpan Binanok.

Instructions: Do both of parts E and V, and, if you wish, part Cov. Show all your work
and simplify answers as much as practicable. If in doubt about something, ask!

Aids: Calculator; one 8.5” x 11” or A4 aid sheet; standard normal table; < 1 brain.
Part E. Do all of 1-5. [Subtotal = 70/100]

1. A fair coin is tossed and then repeatedly tossed until it comes up with a different face
from the one that came up on the first toss.

a. What are the sample space and probability function? [7/

b. Let A be the event that four tosses took place and let B be the event that the
first toss was a head. Compute P(A|B). [8]

SOLUTIONS. a. The sample space is:
Q={HT,TH, HHT, TTH, HHHT, TTTH, HHHHT, TTTTH,...}

Since the coin is fair, P(H) = P(T) = 3 for each toss of the coin, so the probability
function is given by

1\"1 N\t
(i) =m () = (3) 5= (3) =g

where k£ > 1 is the number of times the first face actually comes up before the other one
does. [

b. B={HT, HHT, HHHT,...} is the event that the first toss was a head, so P(B) =
1
P(H) = 5. A= {HHHT,TTTH}, so ANB = {HHHT}, and thus P(AN B) =
1 1 P(ANB) 5 1 2 1

m(HHHT) = 551~ 16 It follows that P(A|B) = P(B)

16 _ - 2_ =
= =—.
5 16 1 8

2. A fair die is rolled twice. Let A be the event that the sum of the two rolls is more
than seven, and let B be the event that one of the rolls was odd and the other even.

a. What are the sample space and probability function? [5]
b. Compute P(A) and P(B). [5]
c. Determine whether A and B are independent or not. [5/

SOLUTIONS. a. There are several possible choices for a sample space and probability
function here, but the most basic would be taking the sample space to be all the possible
outcomes (a,b) of the two rolls:

Q={(a,b)|a,b=1,2 34,5 6
={(1,1), (1,2),..., (6,5), (6,6) }

1



There are 6 - 6 = 36 possible outcomes, since the die is fair, each is equally likely, so
m(a,b) = 3= for each outcome (a,b) € Q. O

b. Consider the following table giving the sum of the two rolls for each outcome:

+ 1 2 3 4 5 6
1 2 3 4 5 6 7
2 3 45 6 7 8
34 5 6 7 8 9
4 5 6 7 8 9 10
5 6 7 8 9 10 11
6 7 8 9 10 11 12

Since A be the event that the sum of the two rolls is more than seven, it follows from the
table that

_ #outcomesin A 15 5

" 4 outcomes in Q@ 36  12°
One could also count outcomes to compute P(B), but it is probably easier to observe
that a single roll is equally likely to come up odd (1, 3, or 5) as even (2, 4, or 6), so

P(odd) = P(even) = #. It follows that P(B) = P(odd)P(even) + P(even){(odd) =

1111 11 1
2 2 22 4 4 2

c. A and B are independent exactly when P(AN B) = P(A)P(B). We know that
P(A) = 2 and P(B) = 3 from the answer to b above. Inspecting the table and/or

the listing of A used in the answer to b, AN B = {(3,6), (4,5), (5,4), (5,6), (6,5) }, so
# outcomes in AN B 5 5 5 5 1
P(ANB) = =—. AsP(ANB)= — # — =—.-=P(A)P(B
( ) # outcomes in ) 367 ( ) 36 7 24 12 2 (A)P(B),
it follows that A and B are dependent, i.e. not independent. W

As each outcome is equally likely, P(A)

3. Suppose X is a normally distributed continuous random variable with expected value
u = 10 and standard deviation o = 5.

a. Use Chebyshev’s Inequality to estimate P (|X — 10| > 10). [5/
b. Compute P (|X — 10| > 10) using a standard normal table. [5/

1
SOLUTIONS. a. Chebyshev’s Inequality tells us that P (|X — p| > ko) < = We have
u =10 and o = 5, so
1 1
P(IX ~10[>10) = P(X ~10|22-5) = P(X —p[ >20) < 55 = ;. O



b. Let Z = X —p = X - 10. Then the random variable Z has a standard normal

o
X —10
distribution and |X — 10| > 10 < ‘

>2 & |Z] > 2. Thus

P(IX 10/ >10) = P(|Z|>2) = P(Z < —2) + P(Z > 2)
= P(Z<-2)+[1-P(Z<?2)
~ 0.0228 + [1 — 0.9772] = 0.0228 + 0.0228 = 0.0456,

using the cumulative normal table to get values for P(Z < —2) and P(Z < 2).

4. A hand of five cards is drawn simultaneously (without order or replacement) from a
standard 52-card deck.

a. What is the probability that the hand is a flush, that is, that all five cards are
from the same suit? [5/

b. What is the probability that exactly three of the four suits are represented in the
hand? [10]

SOLUTIONS. a. There are (552

standard 52-card deck. Each suit has thirteen cards, so there are (153) (unordered) hands of
five cards that can be chosen from each suit. Since there are four suits and each five-card
hand is as likely to be chosen as any other,

) (unordered) hands of five cards that can be chosen from a

# suits)(# hands from each suit) 4(13) 99

( 5
(flush) )" 149980

~ 0.00198. O
# hands (5

b. As noted above in the solution to part a, there are (552) (unordered) hands of five cards
that can be chosen from a standard 52-card deck. The problem here is how to count the
number of hands which include cards from exactly three of the four suits. There are several
ways to do this; the method used below was chosen because it is relatively straightforward
to understand and do the computations for.

Note that a five-card hand with exactly three of the four suits represented in it must
either have three cards from one suit and one card each from second and third suits, or
have two cards from one suit, two more cards from a second suit, and a single card from
a third suit. We will count these possibilities separately:

First, the number of hands with three cards from one suit and one card each from
second and third suits is (4) (13) (3) (13) (13) =4. % -3 -13% = 580008: there are (‘11)

IVAG:DACIAG DA
ways to pick the suit with three cards in the hand, (133) = 1%)%! = 13'162'11 ways to pick the

three cards from the suit in the hand, (3) = 3 ways to pick the other two suits represented

in the hand out of the remaining three suits, and (113) (113) = 132 ways to pick one card out

of each of these suits.
Second, the number of hands with two cards from one suit, two more cards from a

second suit, and a single card from a third suit is (3) (123) (123) (f) (113) =6- (%)2 213 =
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949104: there are (g‘) = 6 ways to pick the two suits that have two cards each in the hand,

( )( ) ( 11:,)’;,) = (%)2 ways to pick the two cards from each of the two suits in the
hand, (f) 2 to pick the other suit represented in the hand from the remaining two suits,
and ( ) = 13 ways to pick one card from this suit.

Since each hand is as likely to be chosen as any other and there are (552) = 2598960
ways to choose a five-card hand from a standard deck, it follows that

WG E) ) + GGG OE)
(5)
_ 580008 + 949104 _ 1520112
2508060 2508060 - 00 M

P(exactly 3 suits in the hand) =

5. Let X be a continuous random variable with density function
3 12 -1<z<1

_ ) 2
f(:v)—{ 0 z<—-lorxz>1"
a. Verify that f(z) is indeed a probability density. [6]
b. Compute the expected value E(X) and variance V(X) of X. [9/

SOLUTIONS. a. First, since 32 > 0 for all # € [~1,1] and 0 > 0 for all z ¢ [—1,1], we

have that f(x) > 0 for all z € R, as required. Second,
1 3

00 1 o
/ f(x)dxz/ de+/ §x2dx+/ Ode—0+ 5. %
-0 — 0 _12 1 2 3

R GO G0 VA B S S S

T2 2 2 2 T 92773

1
+0

—1

513‘3

2
~1
Thus f(x) satisfies both requirements for a function R — R to be a probability density. (]

b. We plug into the definitions and integrate away.

oo -1 1 00
First, E(X):/ mf(x)dxz/ a:-Od:L‘+/ x-;xde—l—/ x-0dx
1

— 00 —00 —1
1

-1 1 00 4
3 3
:/ Odm—f—/ —x dx+/ de_0_|__.x_ +0
—00 —12 2 4 _1
_3-14_3-(—1)4_3_3_
8 s ~5 3 "
Second, V(X)=FE (X?) - / ) dz — 07
—1 s
:/ Odl‘—i—/x e~ dﬂc—f—/ z?-0dr—0
oo _1 2 L
-1 1 [e%e) 51
=/ 0d:r+/ §x4dx+/ 0dz =0+ 22| 40
—00 —12 1 2 5 _1
3-1° 3-(-1)° —
- Sl SR N - SN
10 10 10 10 10 10 5



Part V. Do any two (2) of 6-9. [Subtotal = 30/100]

2
2rxe™ " >0
6. Let g(x) = { xeo r= 0 be the probability density function of the continuous
T <

random variable X.
a. Verify that g(z) is indeed a probability density function. [7/

b. Find the median of X, i.e. the number m such that P(X <m) =5 =0.5. [§]

1

2
SOLUTIONS. a. First, when x > 0, 2we=% > 0, and when x < 0,0 > 0, so g(x) > 0 for all
x € R. Second, using the substitution u = —x?, so du = —2x dx and thus 2z dx = (—1) du

r 0 oo
, we have:
u 0 —o0

00 0 0 —0oo
/ g(z)dr = / Odx + / 2ze " dr =0+ / e'(—1)du
—o00 —00 0 0

0
:/ e“du:e“ﬂ e —e"®=1-0=1

and

oo
— 00

Thus g(z) satisfies both requirements for a function R — R to be a probability density. [J

b. By defintion, P(X <m) = ["__g(z)dz. Since g(z) = 0 when z < 0, if m < 0, we would

have P(X <m) = ["_0dx =0. As we are supposed to find an m so that P(X <m) = 3,

such an m must be > 0. For an m > 0, we have, using the substitution u = —x? just as in
z 0 m

the solution to a above, except that the limits work out to be 0 —m

9

m 0 m —m?
P(X <m) :/ g(x) da::/ 0d:1:+/ 2re " d:c:O+/ e“(—1)du
0 0

— 00 — 00

0 2 2
:/ eudu:e“|gm2:eo—e*m =1—e™

7m2

Since we want an m such that P(X <m) = %, we need to solve the equation 1 — e’ =
for m:

N~

Note that we need the positive root of In(2) here because we have already know from our
work above that m > 0. Thus the median of X is m = y/In(2). B



7. Suppose that the independent discrete random variables X and Y are identically and

1 _
L k=1,234

uniformly distributed, each with probability function m(k) = { .
0 otherwise

and let Z = X + Y. Find the probability function of Z. [15]

SOLUTION. X and Y are independent and identically distributed, with probability function
m(k), so the probability function of X + Y is the convolution of the probability function
m(k) with itself, namely (m *m)(j) = > r—_ . m(k)m(j — k). Hence, if j is an integer,

(m+m)(j) =+ m(0)m(j —0) +m(l)m (j — 1) + m(2)m (j — 2)
+m@B)m (G —3)+md)m (G —4) +m(B)m(j —5)+---
= 4+0m(G-0+mAl)m(G —1)+m2)m(j —2)
+m@B)m(j—3)+m@d)m(j —4)+0m(j —5)---
=mL)m(j —1)+m(2)m (j —2) + m3)m(j — 3) + m(4)m(j —4)
1

—Im (- im(G -2+ tm -8+ S -0,

Note that it follows that (m % m)(j) # 0 only when at least one of j — 1, 7 —2, j — 3, or
j—4isequal to 1, 2, 3, or 4; that is, when j =2, 3, 4, 5, 6, 7, or 8. Thus

1 1 1 1
(m*m)(2):Zm(2—1)+zm(2—2)+zm(2—3)+Zm(2—4)
o tno e ey iy =t by by Lo g2 ]
" 1" 1" AT T Ty 4 17" 16
1 1 1 1
(m*m)(?)):Zm(3—1)+Zm(3—2)+1m(3—3)+1m(3—4)
@t i+ i@+t =2 L B g ]
" 1" 1" R A R I R 17738
1 1 1 1
1 1 1 1 11 11 11 1 3
—Zm(g)—kzm(z)—l—zm(l)—f—zm(())—1'1+Z’Z+Z'Z+Z~O—E
1 1 1 1
(m*m)(5):Zm(5—1)+zm(5—2)+zlm(5—3)+Zm(5—4)
1 1 1 1 11 11 11 11 1
— Zm(4) + = D+ cm(l) == -4+ - . 4L ==
g @t gm @)+ gm @)+ gm) =gt gt gt 1T
1 1 1 1
(m*m)(ﬁ):Zm(6—1)+zm(6—2)+4—1m(6—3)+Zm(6—4)
1 1 1 1 1 11 11 11 3
S Zm(4)+ = Zm(2) = = S T M
4m(5)+4m()+4m(3)+4m() 1 O—I—4 4+4 4+4 1= 16
1 1 1 1
(m s m)(7) = m (7= 1) + gm (7= 2) + 7m (7= 3) + gm(7 —4)
@ i) im@ s ey =0y Lo L T
" 1" 1" 1" Ty 1 1471178
1 1 1 1
(m*m)(S):Zm(8—1)+1m(8—2)+1m(8—3)+Zm(8—4)
1 1 1 1 1 1 1 11 1
—Zm(7)+zm(6)+1m(5)+zm(4)—Z-O—i-é—l’o-‘rz'o—f—z'z—ﬁ,
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and (m *m)(j) = 0 otherwise, is the probability function of Z =X +Y. &

8. A jar contains 8 white beads and 16 black beads. Beads are chosen randomly from
the jar until the third time a white bead turns up.

a. How many beads would you expect to have to choose if each bead is replaced
before the next is chosen? [8/

b. If beads are not replaced before the next is chosen, what is the maximum number
of beads that could be chosen before the third white bead turns up? What is the
probability of this event? [7/

SOLUTIONS. a. There are a total of 24 = 8 + 16 beads. If each bead is replaced before the
next is chosen randomly, then the probabilities of picking beads of each colour are given

1
by P(white) = % =3 and P(black) = £ = 3 every time, i.e. 21‘5 is a Bernoulli trial
with p = = [counting a white bead as a success| and ¢ = 1 —p = -. Picking repeatedly

until the third time a white bead turns up therefore has a negative binomial distribution

1
with p = 3 and k£ = 3. A random variable with negative binomial distribution with these

3 3-3
parameters has expected value p = — = — = — =9. [
p 1/3 1

b. If beads are not replaced before the next is chosen, the maximum number of beads that
could be chosen before the third white bead turns up is 16 + 2 = 18: all 16 black beads
and 2 white ones would have to come up before the third white one does. The probability
of this occurring is a little more difficult to compute because the probability of picking a
bead of a given colour is the proportion of the beads of that colour remaining to the total
number of beads remaining when the choice is made, and these numbers change if beads
are not replaced after each selection.

9. Suppose the discrete random variables X and Y are jointly distributed according to
the following table:

x\Y =1 0 1
1 01 0 02
2 02 01 0.1
3 01 01 01

a. Compute the expected values E(X) and E(Y), variances V(X) and V(Y), and
covariance Cov(X,Y) of X and Y. [10]

b. Let W = X —2Y. Compute E(W) and V(W). [5]

7



SOLUTIONS. a. Off we go!

E(X)=1(0.1+0+0.2) +2(0.2+0.1 +0.1) + 3(0.1 + 0.1 4+ 0.1)
=1-034+2-04+3-04=0.3+08+09=2

E(Y)=(-1)(0.1 +0.240.1) + 0(0 4+ 0.1 +0.1) + 1(0.2 + 0.1 4 0.1)
=-1-04+0-024+1-04=-04+0+04=0

V(X)=E(X?) - [BX)
= [1°(0.1+ 0+ 0.2) + 2%(0.2 + 0.1 + 0.1) 4+ 3%(0.1 + 0.1 4 0.1)] — 2
=[1-03+4-04+9-03]—-4=[03+16+27-4=46-4=06

V(Y)=E(Y?) - [EY)]
= [(-1)*(0.1+0.2+0.1) + 0*(0+ 0.1+ 0.1) + 1*(0.2 4+ 0.1 + 0.1)] — 0?
=[1-04+0-02+1-04]-0=04+0+04=0.8

Zwy-m(m,y)] —0.6-0.8

.y

=[1-(-1)-014+1-0-0+1-1-02+42-(=1)-02+2-0-0.1+2-1-0.1
+3-(=1)-0143-0-0.1+3-1-0.1] — 0.48

= [~0.14+0402—-04+0+0.2—0.3+0+0.3] —0.48

=—-0.1-0.48=-0.58 U

Cov(X,Y) = E(XY) — E(X)E(Y) =

b. Recall that if X and Y are random variables and a and b are constants, then V(aX +
bY) = a?v(X)+b2V (Y )+2abCov(X,Y). Applying this formula, along with the information
obtained in the solution to part a above, to W = X — 2Y yields:

VW) =V(X —-2Y) =12V(X) + (=2)*V(Y) +2-1(-2)Cov(X,Y)
=1-06+4-08—4(-0.58)=06+32+232=6.12 N

[Total = 100]

Part Cov. Bonus!

0. One hundred people line up to board an airplane. Each has a boarding pass with
an assigned seat. However, the first person to board has lost their boarding pass and
takes a random seat. After that, each person takes the assigned seat if it is unoccupied,
and one of unoccupied seats at random otherwise. What is the probability that the
last person to board gets to sit in his or her assigned seat? [1]

SOLUTION. Consider the situation when the kth passenger enters. None of the previous
passengers showed any preference for the kth seat wvs. the seat of the first passenger. This
is, in particular, true when k£ = n. But the nth passenger can only occupy their own seat
or the first passenger’s seat. Therefore the probability is % = 0.5. [This problem is due to
P. Winkler.| B



o?. Write an original little poem about probability or mathematics in general. [1]

SOLUTION. You're on your own on this one! W

I HOPE THAT YOU ENJOYED THE COURSE
AS MUCH AS YOU DO THE REST OF THE SUMMER!



